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Introduction

Trends in genetic variance benefit bulls
coming from populations or year classes
with increased genetic variance and lead to
sub-optimal selection decisions. Therefore,
national evaluation centers and Interbull
need a method to observe possible trends in
genetic variance.

Two different methods to estimate within-
year genetic variance have been published
(Fikse et al. 2003, Lidauer et al. 2007). Fikse
et al. continued their work by presenting a
procedure to obtain tolerance intervals for
the within-year genetic variances (Fikse et
al. 2005). It was tested using field data sets,
but has not been implemented yet. The aim
of this research project was to further dissect
the behavior of both methods by performing
a simulation study (Tyrisevé et al. 2011) and
to develop a test to validate the consistency
of Mendelian sampling variance in national
evaluation models, which is outlined in this

paper.

Validation procedure
Data edits

The test can be performed either for cows or
bulls. A time period of 12 most recent birth
year classes is covered. In the most recent
birth year class of that period, the number of
animals with observations should be at least
50% of the average yearly size of the
animals in the testing period. EBVs for
animals and their parents are needed, as well
as the estimates of reliability. Since EBVs
are used to calculate the Mendelian sampling

terms only animals with both parents
identified are used.

Estimation of genetic variance

Within-year genetic variance is estimated
according to Fikse et al. (2005). We use the
accelerated version (IB4) that implicitly
expresses the prediction error variance on a
relative scale, in unit genetic variance, and
as such is only influenced by the heritability
of the trait. Thus, it does not need to assume
a particular value for the genetic variance:
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where g; is the number of animals in year i,
dg is the inverse of the proportion of the
genetic variance not explained by the known
parents, m’ is the squared estimated
Mendelian sampling deviation of animal k.
PEV (m,) IS the prediction error variance of
the Mendelian sampling deviation that is
approximated according to Fikse et al.
(2003).

Statistical test

A possible trend is tested for by fitting a
weighted regression model for estimates of
within-year genetic variances y; with number
of animals used as weights:

y, = b0 * bl * year  *te, 2)



Based on the earlier field test results, only a
linear term is needed, when testing is
performed on a short time period. An
empirical 95% confidence interval for a
trend is calculated by bootstrapping data
with 1000 case resampling within year
classes. For each bootstrapped sample a
weighted regression model is fitted and b0
and bl and residual terms are saved. The
empirical CI is calculated for a trend that is
expressed as a percentage change in genetic
variance (b1/b0*100%).

Possible outliers that do not fit the model
are identified by calculating residuals from
the model (2) within each bootstrap sample.
From the samples, 0.025 and 0.975 quantiles
are used to determine the 95% confidence
intervals for the residuals. If the confidence
interval does not include 0.0, then variance
estimate of that year is considered as an
outlier.

Tolerated level of bias

For large populations such as Holstein cows,
the test has a power to detect very small
deviations from zero trend that have no
practical impact. Thus, there must be pre-
specified level of acceptable bias that any
population can have.

Validation of the validation procedure
Application

Test data sets were constructed by replacing
test-day observations of about 800 000
Danish Holstein cows from 2000 herds with
simulated observations based on different
variance scenarios. Two scenarios were
simulated: Scenario A with a homogenous
variance served as a control and for Scenario
B, a yearly trend of 2% in phenotypic
variance was generated. Breeding values
were predicted with the Nordic test-day
model. An adjustment for heterogeneous
residual variance (HV) was either carried out
or not (noHV). Estimates for the additive
genetic effects of the random regression

coefficients were combined to 305-d EBVs.
Cows (1) and bulls (Il) were investigated.
We also picked up a subsample of the above
data to mimic small bull populations (1)
such as Nordic Jerseys.

Average number of the animals in year
classes was 45 000, 300 and 27 for cows (1),
all bulls (1), and bulls in data subset (llI),
respectively. Details of the data sets and
simulations are shown in Tyrisevd et al.
(2011). For each of the three test
populations, 20 replicates were analyzed.
Full model sampling (FMS) served as a
control and was used to estimate genetic
variance (Lidauer et al. 2007, Tyrisevé et al.
2011). For bulls, five FMS samples were
employed to decrease the Monte Carlo noise.

Effect of bias

To qualify the effect of biased mean or
biased variance on true EBVs and indices, a
simulation study was carried out. True
breeding values with a yearly increase of
two units and SD of 11 units were generated
for 5000 bulls in 10 year classes. Bulls
differed between classes and were not
related. Each bull had 50 daughters and
reliability of 0.83, h* was 0.35. For each
bull, indices were calculated under different
levels of bias (see Figures 4 and 5) and bulls
were sorted a) based on their true EBVs or
b) based on their indices. Best 1% of the
bulls were selected and the means of their
EBVs and indices were studied.

Results and Discussion
Estimation of genetic variance

Estimated within-year genetic variances
obtained under I1B4 and FMS were very
similar for bulls (Figure 1). For cows,
estimates from IB4 were on a higher level
compared to those from FMS (Figure 2),
with notable differences in the estimates of
first and last year classes. Major part of the
cows in these classes had reliability values
below 0.50. By removing all the cows with
reliability values lower than 0.50, both peaks
disappeared and overall level of genetic



variance was closer to that obtained under
FMS. Fikse et al. (2003) have also noticed
that the quality of estimation of genetic
variance was associated with the level of
PEV that was further affected by the level of
approximated reliabilities. Since the data
cannot be restricted by the level of reliability
values without causing a possible selection
bias, it should be restricted by using a time
period that ensures use of data with good
quality.

A slight decreasing trend observed in the
within-year genetic variances in Scenario A
in the previous paper (Tyriseva et al. 2011)
was found to be due to inbreeding that was
not accounted for. For both cows and bulls,
the coefficient of inbreeding was around 1%
in the first years and increased to 4.5% in the
later years, causing a negative trend of 3% in
genetic variance. By modeling inbreeding in
the prediction of breeding values and in the
estimation of genetic variances, the
decreasing trend disappeared. On the other
hand, if the inbreeding was accounted for
only in the prediction of the breeding values
or only in the estimation of genetic
variances, bias was higher compared to the
situation, when inbreeding was not
accounted for at all.

Sample size

Populations such as I and Il were found to be
of sufficient size to be used in the testing. On
the other hand, the estimates of genetic
variance in population Il were associated
with a large sampling error (Figure 3) and
application of the validation procedure to so
small populations might be difficult.

Test

For both populations | and Il, a generated
trend in variance, which was not accounted
for in the evaluations, was detected by the
test in all cases (Tables 1 and 3). Applying
heterogeneous variance adjustment resulted
in a slight decreasing trend in the genetic
variance (Tables 2 and 4). This implies that

the HV adjustment over-corrected the bias.
The negative bias was on average -0.16%,
and it was found as a statistically significant
deviation from zero in all the cow data
replicates with large year classes. In bulls,
only one replicate out of 20 was significantly
different from zero. These results illustrate a
need to define a level of bias that has no
practical meaning for selection decisions and
can thus be tolerated.

Outliers were tested for small bull data
sets to illustrate the method (Figure 3).
Results indicated that the method is able to
detect observations that do not fit the model.

Tolerated bias

Top 1% of the bulls represented mainly three
newest year classes in all studied bias
classes. The two youngest year classes were
over-represented by 1 to 3%, when a bias of
2% was introduced. A bias of 2% in the
mean and in the variance both resulted in an
upward bias of almost 0.2 genetic standard
deviations in the group of top 1% bulls, but
practically in no loss in the mean of true
EBVs of selected animals. Results were
supported by those obtained in a simulation
study by Fikse (pers. comm.).

The ranking of 10 best bulls were also
compared in Scenario A and in B without
HV adjustment (Table 5). On average, 86%
of the bulls remained in top 10 group in
Scenario B.

Provided the tolerated bias was set to 2%,
all data replicates in Table 4 would have
passed the test, as well as the one failed
replicate in Table 2, whereas only those
exceeding the level of 2% would have failed
in Tables 1 and 3.

Conclusions

A proposed procedure to validate
consistency of Mendelian sampling variance
in national evaluation models consists of the
following steps: estimating within-year
genetic variances, fitting a weighted
regression model on them, identifying



possible outliers that do not fit the model
and defining 95% empirical CI for a trend.
The tested population fails the test, if its
trend deviates significantly from zero and
the trend exceeds the tolerated level of bias.

Estimates of  within-year  genetic
variances from 1B4 and FMS were in a good
agreement for bulls. For cows, 1B4 was less
robust for low reliability values than FMS
and data used for testing should be carefully
defined. Use of populations with the yearly
sample size as small as in population I1I
should be avoided. Results of this study
indicate that a tolerated bias of 2% might be
suitable.
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Figure 1. Within-year genetic variances
under FMS and 1B4 methods for bulls.
Estimates are averaged over 20 replicates.
Scenario B  without adjustment for
heterogeneity.
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Figure 2. Within-year genetic variances under
FMS and 1B4 methods for cows. Estimates are
averaged over 20 replicates. Scenario B without
adjustment for heterogeneity.
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Figure 3. Estimates of within year genetic
variances in turquoise for a small bull data set
under Scenario B without HV correction. Overall
mean of the genetic variance in red. Regression
curve and its Cl in blue. Detected outliers
marked with green circles.
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Figure 4. Effect of bias in mean on indices
among top 1% of bulls selected from the
population spanning 10 years.
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Figure 5. Effect of bias in variance on indices
among top 1% of bulls selected from the
population spanning 10 years.



Table 1. Empirical Cls for 20 bull data replicates Table 3. Empirical Cls for 20 cow data

under Scenario B without HV correction. BO and replicates under Scenario B without HV
B1 are means of 1000 bootstrapped samples. correction.
BO B1 LCI Trend  UCI ss
BO Bl o Trend® uc® s 2451 486 188 198 209 s
2600 461 067 181 313 s 2435 508 198 209 219 s
2372 528 107227373 s 2452 491 189 200 211 s
2546 38 051 156 28 s 2454 489 189 199 211 s
251 474065 191 337 s 2420 511 199 211 223 s
2564 425059 170 300 s 2461 475 182 193 203 s
2548 404 06l 162 270 s 2467 476 182 193 204 s
2627322 021 126 253 s 2423 516 202 213 224 s
2705 349 034 132 247 s 2423 511 200 211 222 s
2446 456 076 130 328 s 2418 514 2,02 213 224 s
2262 619 142 28 463 s 2467 480 184 195 205 s
2639 461 063 179 315 s 2455 480 184 19 207 s
2218 610 148 281 457 s 2496 454 171 18 193 s
2636 368 033 144 270 s 2436 497 19 204 216 s
2644 3,74 028 146 28 s 2465 475 182 193 204 s
258 278 003 108 224 s 2442 49 19 203 214 s
2492 465 080 191 321 s 2464 475 182 193 205 s
2.1 645 150 298 474 s 2458 485 186 197 208 s
2751309016 116 234 s 2458 487 187 198 208 s
2368 647 L45  273 451 s 2430 506 197 2,08 220 s
252,7 417 062 168 292 s
®Lower and upper confidence intervals
b(Bl/BO)*lOO, Cls expressed on a same scale
s refers to statistically significant deviation from Table 4. Empirical Cls for 20 cow data
zero, ns to statistically non-significant deviation replicates under Scenario B with HV correction.
g _ BO BL LCI_ Trend  UCI ss
Table 2. Empirical Cls for 20 bull data replicates 3392 062 025 018 011 "
under Scenario B with HV correction. 3374 038 -018 -011 -0,04 s
BO B1 LCI Trend  UCI ss 3382 047 021 014 007 s
3635 097 09 025 055 ns 3392 057 -024 017 009 s
3353 002 070 002 08 ns 3353  -031 -017 -009 -002 s
3538 -1,43 -104 039 038 ns 3399 070 -027 021 -014 s
3595 087 -100 022 063 ns 3405 070 -028 020 -013 s
353,2 -0,90 -0,92 -0,24 0,53 ns 336,0 -0,29 -0,15 -0,09 -0,02 s
3534 -1,22 -0,95 -0,33 0,34 ns 335,8 -0,32 -0,17 -0,10 -0,02 s
363,6 -2,21 -1,24 -0,59 0,13 ns 335,0 -0,28 -0,15 -0,08 -0,01 s
370,1 -1,80 -1,10 -0,47 0,25 ns 341,0 -0,69 -0,26 -0,20 -0,14 s
343,5 -0,72 -0,89 -0,19 0,63 ns 339,1 -0,62 -0,26 -0,18 -0,11 s
323,7 1,00 -0,49 0,34 1,34 ns 344,0 -0,93 0,34 -0,27 -0,20 s
371,0 -1,15 -1,00 -0,29 0,47 ns 337,4 -0,46 0,21 -0,14 -0,06 s
3148 114 041 039 134 ns 3402 072 028 -021 014 s
3632 -163 -112 043 033 ns 3380 049 022 014 -008 s
3635 -154 -113 040 043  ns 3401 068 027 020 012 s
3691 -282 -1,39 -075 -0,06 s 3405 -068 -027 020 -0,13 s
3469 059 08 015 063 ns 3396 057 024 -017 010 s
3143 149 036 050 147  ns 3385 050 022 015 007 s

381,0 -2,61 -1,28 -0,67 0,05 ns
339,6 0,91 -0,50 0,29 1,25 ns
340,4 1,06 -0,45 0,34 1,30 ns




Table 5. Effect of the yearly bias of 2% in genetic variance on top 10 bull rankings.

Ranking of the TOP 10 bulls in B scen, when no HV adjustment

A scen, -
TOP 10 Data replicates
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
1 1 1 1 1 1 1 1 1 1 3 1 1 1 1 2 3 1 1 2 1
2 2 2 2 3 2 4 2 2 2 4 2 2 2 2 1 5 2 2 1 2
3 4 3 5 2 3 2 5 3 3 1 3 4 3 3 3 1 4 3 5 3
4 3 4 3 8 4 3 3 4 8 2 4 3 5 4 6 4 3 9 9 4
5 12 6 7 4 7 5 4 7 5 613 5 4 5 5 7 5 4 3 5
6 8 810 5 5 10 6 8 7 5 7 6 6 8 8 2 6 5 4 6
7 7 11 4 6 6 7 10 5 4 7 15 916 7 4 6 9 6 8 7
8 5 7 12 11 9 613 10 6 911 7 10 6 9 8 7 12 7 8
9 13 9 6 7 8 8 8 11 11 8 8 13 7 13 12 18 13 7 6 11
10 6 513 912 9 7 6 13 14 17 12 9 9 7 12 12 8 13 22
Pr 80 90 80 90 90 100 90 90 80 90 60 80 90 90 90 80 80 90 90 80
aProportion of bulls that remained among top 10 bulls
Lidauer, M., Vuori, K., Strandén, 1. and
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